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Let us go back to MDPs (Markov Decision Processes)
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An Envisioned Agent Society

Making lanterns...
We need:

Special

dishes? J“"
> Kitchen

Task planning and soLving“
Ordering dishes and
cooking

Acting with tools
Discussing
decoration

Sure!
I play the

§Outdoors
guitar! -

=5 5

------------------ VIIIl;.;.'l‘.llllll.iill.llllllllllllllllllllllll..lIE ¥ User‘

Cooperation Let me experience the
Band performing festival in this world... 5

https://arxiv.org/pdf/2309.07864
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General Simulators

Simulator Year Physics Engine Applications
Isaac Sim 2023 PhysX Navigation, Autonomous Driving
Isaac Gym 2019 PhysX Reinforcement Learning, Large-Scale Parallel Simulation
Unity ML-Agents 2017 Custom Reinforcement Learning, Robotics Simulation
AirSim 2017 Custom Drone Simulation, Autonomous Driving, Reinforcement Learning
PyBullet 2017 Bullet Reinforcement Learning, Robotics Simulation
MORSE 2015 Bullet Navigation, Multi-Robot
V-REP (CoppeliaSim) 2013 Bullet/ODE/Vortex/Newton Multi-Robot, Robotics Simulation
MuJoCo 2012 Custom Reinforcement Learning, Robotics Simulation
Gazebo 2004 ODE/Bullet/Simbody/DART Navigation, Multi-Robot
Webots 1996 ODE Robotics Simulation

Real-Scene Based Simulators

Simulator Year Scenes Modalities
iGibson 2021 15 RGB-D, LiDAR, Learning
SAPIEN 2020 46 RGB-D, Joint Object Interaction
Habitat 2019 1000 RGB-D, Supports Multi-Agent
Matterport 3D 2018 90 RGB-D, Navigation Benchmark
Virtual Home 2018 50 RGB-D, Environment Graph

AI2-THOR ALFRED 2017 120 RGB-D, Supports Multi-Agent 6



MDP Environment; Embodied Simulator Nato]

. Automated Scene Construction )
| aspa with large hot tubs |
\
il
Articulated :‘? ﬁ »
} Objects
RoboGen HOLODECK PhyScene ProcTHOR
(Luo et al. 2023) (Kapelyukh et al. 2018) (Yang et al. 2024) (Yang et al. 2022)
Further enhance these env by generating high-quality 3D scenes, facilitating diverse training scenarios
e W,
Real-Scene Based Simulators
Simulator Year Scenes Modalities
iGibson 2021 15 RGB-D, LiDAR, Learning
SAPIEN 2020 46 RGB-D, Joint Object Interaction
Habitat 2019 1000 RGB-D, Supports Multi-Agent
Matterport 3D 2018 90 RGB-D, Navigation Benchmark
Virtual Home 2018 50 RGB-D, Environment Graph

AlI2-THOR 2017 120 RGB-D, Supports Multi-Agent 7



What is a typical dataset?

N

Existing Data & Annotations

BEHAVIOR

Behavior-100

VirtualHome BEHAVIOR

#task name 26 100
#task instruction 338 100
#goal 801 673
- #state 340 153
- #relation 299 520
- #action 162 -
#trajectory 338 100
- #step 2960 1460
- avg. step 8.76 14.6
#transition model 33 30
- #precondition 99 84
- #effect 57 51

Cleaning Fridge

Organizing File
Cabinet

Serving a Meal

Watering
Houseplants

Relevant Objects:
{'scap.0’, ‘bottom cabinet no_top.0’, ‘sink.0’, ‘fridge.0’,
‘bowl.0’, ‘rag.0’, ‘rag.l’, ‘soda.0’, ‘soda.l’, ... }

Initial Conditions:

stained(fridge.0)

ontop (rag.0, bottom cabinet_no_top.0). Demo Video:
inside(soda.0, fridge.0)

inside(soda.l, fridge.0) v

Goal Conditions:

not stained(fridge.0)

not inside(soda.0, fridge.0) 1
...... cleaning_freezer.mdv

Embodied Agent Interface: Benchmarking LLMs for Embodied Decision Making

100 Household Tasks

Natural Language Task Instructions:

“Remove all the soda from the fridge. Use the rag and soap to clean
the fridge. When you are done, leave the rag next to the sink and the
soap in the sink.”

BDDL Action Sequence:

[{'action': 'OPEN', 'object': 'bottom cabinet no_top.0'},
{'action': 'RIGHT_ GRASP', 'object': 'socap.0'},
{'action': 'RIGHT_PLACE_INSIDE', 'object': 'sink.0'},
{'action': 'CLEAN', 'object': 'fridge.0'},

{'action': 'LEFT RELEASE', 'object': ‘soda.l'},
{'action': 'CLOSE', 'object': 'fridge.0'}]

Transition Model:
(:action socak
:parameters (?objl - object ?sink - sink _n_0l 2agent - agent)
:precondition(and (holding ?0bjl) (in_reach_of_ agent ?sink)
(toggled on ?sink))
:effect (soaked ?objl))

Additional Human Annotations

https://arxiv.org/abs/2410.07166
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Perception / State Estimation




MDP Environment; Matterport3D Nabol

A large-scale RGB-D dataset containing 10,800 panoramic views from
194,400 RGB-D images of 90 building-scale scenes

Object Instances

Panoramas
Textured 3D Mesh

https://arxiv.org/pdf/1709.06158 11



Embodied QA \[®a

‘4-"4“’-1-”.‘ Q: What color is the car?
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EmbodiedQA: Das et. al., 2018 12



EQA: Embodied Question Answering

z Q: What color is the car?

#5:|3)!
¥ 2);

EmbodiedQA
(Das et al., 2018)

Question and answer lnmal Image Scene View

!“Q}
I .

Interactive QA
(Gordon et al., 2018)

Q: Is there bread in
the room?
A: No

Q: How many mugs
arein lhe room?

Q: Is there a tomato
in the fridge?
A: Yes

‘\A\lh wl LT hﬂif!“ll

VLR TR
3 —:;— T

Visual Navigation
(Zhu et al., 2017, Gupta et al., 2017)

Leave the bedroom, and enter tne kitchen, w:n-
forward, and take a left ot the couch. Stop |
front of the window.

Vision-Language Navigation

(Anderson et al.,, 2018)
13

httos://embodiedaa ora/slides/eaa matterport slides ndf



MDP Observation: 3D Integration 0 0,

Two types of perception abilities:
RGB Perception Po C

14
httos://embodiedaa ora/slides/eaa matterport slides ndf



MDP Observation: 3D Integration 0 0,

Q: What color is the counter in the hallway?

v

Prediction: White
Ground Truth: White

15
httos://embodiedaa ora/slides/eaa matterport slides ndf



MDP Observation: 3D Integration 0 0,

Two types of perception abilities:
RGB Perception Po C

16
httos://embodiedaa ora/slides/eaa matterport slides ndf



Agent Perception / State Estimation \\[®a

Vision

Perception Perception for
for RGB Point Clouds

ResNet50 Encoder PointNet++ Encoder

17
httns://embodiedaa ora/slides/eaa matterport slides pdf



Agent Navigation for Embodied QA Nato]

Visual Variations Language Variations Memory Variations

Bllnd
{ } {No Question} X { Reactive }
Question Memory
PC+RGB

18
httos://embodiedaa ora/slides/eaa matterport slides ndf



Training Agents for Navigation Nato]

> > > i > /
Oracle Path

19
httos://embodiedaa ora/slides/eaa matterport slides ndf



Training Agents for Navigation Nato]

> > > > > >

Oracle Path

=

20
httos://embodiedaa ora/slides/eaa matterport slides ndf



Training Agents for Navigation Nabol

Oracle Path

=

21
httos://embodiedaa ora/slides/eaa matterport slides ndf



Training Agents for Navigation Nabol

> > > > > > > >

Oracle Path

it

22
httos://embodiedaa ora/slides/eaa matterport slides ndf



Training Agents for Navigation Nabol

Oracle Path

=

23
httos://embodiedaa ora/slides/eaa matterport slides ndf



Training Agents for Navigation Nabol

Oracle Path

=

24
httos://embodiedaa ora/slides/eaa matterport slides ndf



Extension to Real-World: OpenEQA \\[® o/

Episode History

|

Object Recognition Object State Recognition Object Localization

o

Q: What is left of the Q: What colors is the Q: Is the microwave Q: Where is the checkers
kitchen pass through? kitchen backsplash? door propped open? board?

A”: A bicycle A’: Black A’: Entryway table

Spatial Reasoning Functional Reasoning World Knowledge

Q: Can another cookie jar Q: Where can I store the Q: Does this house have
fit on the cookie jar shelf? house key? forced air heating?

A" Yes A”: The lockbox on the door ' A": No ‘ https://open-eqa.github.io/ 25




Previous Metrics

Collision Rate (. better)

d
\

\

/

\
/

View Quality (1 better)

httos://embodiedaa ora/slides/eaa matterport slides ndf
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Now Foundation Models are Scorers Ncbl

“What is below the white

plastic storage bin?”

Episodic Memory H

Question Q

27
httos://embodiedaa ora/slides/eaa matterport slides ndf



Now Foundation Models are Scorers Ncbl

A

Generated answer A
(Open Vocabulary)

“What is below the white

plastic storage bin?”

Episodic Memory H

Question Q

28
httos://embodiedaa ora/slides/eaa matterport slides ndf



New Eval Trend: Now Foundation Models are Scorers N

Ll

Metrics

P

|
“Two microwaves”

l:;'

Human annotated answer

M )

Generated answer A
(Open Vocabulary)

Scoring Prompt

“What is below the white

plastic storage bin?”

Episodic Memory H

Question Q

29
httos://embodiedaa ora/slides/eaa matterport slides ndf
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Let us go back to MDPs (Markov Decision Processes)  Nalz|

Input — Goal Interpretation
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Goal Interpretation




Multimodal Theory of Mind

VIDEO INPUT

=

-=\Wine gfasg‘

TEXT INPUT

What'’s inside the apartment: ... The kitchen is equipped with a microwave, eight cabinets, ... Inside the microwave, there is a
cupcake. There is a wine glass and an apple on one of the kitchen tables. There are water glasses, a bottle wine, a condiment bottle,
and a bag of chips in inside the cabinets. ...

Actions taken by Emily: Emily is initially in the bathroom. She then walks to the kitchen, goes to the sixth cabinet, opens it,
subsequently closes it, and then goes towards the fourth cabinet.

QUESTION

Which one of the following statements is more likely to be true?

(a) Emily has been trying to get a cupcake. " (b) Emily has been trying to get a wine glass. 3

https://arxiv.org/pdf/2401.08743 33



Multimodal Theory of Mind

Nl

Belief Inference

Goal Inference

Type 2.1: Goal given true belief

Type 1.1: True belief, short-term
u
“ﬂ = U

Scene: ... Inside the bridge, you'll find a bottle
of wine...

Actions: ... Finally, she moves towards the
fridge, preparing to open it.

Question: If Elizabeth has been trying to get a

bottle of wine, which one of the following

statements is more likely to be true?

(a) Elizabeth thinks that there is a bottle of
wine inside the fridge.

(b) Elizabeth thinks that there isn’t any bottle of
wine inside the fridge.

Scene: ... The living room is furnished with a
cabinet, ... The cabinet is filled with two
apples, ..., and a bottle of wine. ... Inside the
fridge, there are two apples.

Actions: James... then opens the fridge,
closes it... Finally, he walks towards the living
room and approaches the cabinet.

Question: Which one of the following

statements is more likely to be true?

(a) James has been trying to get a bottle of
wine.

(b)James has been trying to get an apple.

Type 2.2: Goal given false belief

Scene: ... There is a water glass inside the
seventh cabinet... The fridge stores two
cupcakes...

Actions: Mark... advances towards the
seventh kitchen cabinet.

Question: If Mark doesn'’t think there is a
water glass inside the seventh kitchen
cabinet, which one of the following statements (b) Mark has been trying to get a condiment
is more likely to be true?

(a)Mark has been trying to get a water glass.
(b)Mark has been trying to get a cupcake.

Type 1.3: Belief tracking, long-term

i

Type 1.2: False belief, short-term
i . 3

> -

Scene: ... The kitchen is equipped with a fridge, sofa, dishwasher, eight
cabinets, a stove, a microwave, and a kitchen table...

Actions: ... He walks to the seventh kitchen cabinet, opens and closes
it. He repeats the same action with the sixth kitchen cabinet.
Subsequently, he moves towards the dishwasher.

Scene: ... The living room features a cabinet... The cabinet is
filled with a bag of chips, a remote controller, a bottle of wine,
and a water glass.

Actions: Jennifer is situated in the living room. She heads
towards the cabinet and is about to open it.

Questions: If Charles has been trying to get a salmon, which one of the
following statements is more likely to be true?

(a)Charles thinks that there is a salmon inside the fridge.

(b) Charles thinks that there isn’t any salmon inside the fridge.

Question: If Jennifer has been trying to get a cupcake, which

one of the following statements is more likely to be true?

(a)Jennifer thinks that there isn’t a cupcake inside the cabinet.

(b) Jennifer thinks that there is a cupcake inside the
cabinet.

Type 2.3: Goal given updated belief Type 2.4: Goal given future actions

N [ S ¥/ ii
Scene: ... The first cabinet, from left to right,
contains a bag of chips.

Actions: Mary... walks towards the first kitchen

cabinet, opens it, and then closes it.

Scene: ... The dishwasher holds a dish bowl...
The first cabinet from the left holds a bag of chips
and a wine glass... The fifth cabinet has an
apple...

Actions: Williams... advances towards the first
kitchen cabinet, opens it, and then shuts it. He
then moves towards the fifth kitchen cabinet.

Question: Which one of the following
statements is more likely to be true?

(a)Mary has been trying to get a bag of chips.
Question: Which one of the following statements
is more likely to be true?

(a)William has been trying to get a wine glass.
(b) William has been trying to get a dish bowl.

bottle.

https://arxiv.org/pdf/2401.08743



Goal Prediction \\[®a]

Learn to predict plausibly useful goals in a task-agnostic way

Prompt: £7t
You see trees, What should
cows, grass, you do next?
table, and 1. Cut down the tree.
bushes. You have 2. Craft a pickaxe.

wood in your e :@: > 3. Eat cow.
inventory. You LLM 4. Sleep.

feel hungry, ¢ e e

k. Build a wood house.

thirsty, and
sleepy.

‘b! W(at|0tagt1:k)
Rint — Imnax (A(Ctransition<0ta at, Ot—l—l)a g;) 77: = [1 .o k]

35
https://proceedings.mir.press/v202/du23f/du23f.pdf



Let us go back to MDPs (Markov Decision Processes)  Nalz|

Input — Goal Interpretation
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Let us go back to MDPs (Markov Decision Processes)  Nalz|

MDP Policy

Action a, l
[ @ Human }Goalg{ Agent J {f@Phys.ical World]

State §; Reward 7, Reward 7 State ;4
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First Work: Language Models as Zero-Shot Planners \\[n o

LLMs as the Planner

rTaSk: Shave Prompt rTask; Shave Pr Ompt
Step 1: Grab razor [ Step 1: Squeeze out a glob of lotion J Step 1: Grab razor
Step 2: Switch on razor Step 2: Wash razor
Step 3: Put razor on face 1 F Step 3: Switch on razor
rozen
| Task: Apply lotion . i Task: Apply lotion
‘ —— Pre-Trained Step 1: Pour lotion into right hand
: . - Masked LLM e .
Pre-Trained Causal LLM - 1
\ 1 | Frozen .
! Pre-Trained Causal LLM
[ Step 1: Squeeze out a glob of lotion ] [ Step 1: Pour lotion into right hand ] : i
Step-By-Step
Zero-Shot Planning via Causal LLM Translation to Admissible Action Autoregressive Generation

https://wenlong.page/language-planner/ 39



The key is <Free-Form Language Action, Admissible Action>

(" ) é )

Free-Form ¢ > Admissible

Action Action
M eee— M e—




First Work: Language Models as Zero-Shot Planners \\[n o

LLMs as the Planner

rTaSk: Shave Prompt rTask; Shave Pr Ompt
Step 1: Grab razor [ Step 1: Squeeze out a glob of lotion J Step 1: Grab razor
Step 2: Switch on razor Step 2: Wash razor
Step 3: Put razor on face 1 F Step 3: Switch on razor
rozen
| Task: Apply lotion . i Task: Apply lotion
‘ —— Pre-Trained Step 1: Pour lotion into right hand
: . - Masked LLM e .
Pre-Trained Causal LLM - 1
\ 1 | Frozen .
! Pre-Trained Causal LLM
[ Step 1: Squeeze out a glob of lotion ] [ Step 1: Pour lotion into right hand ] : i
Step-By-Step
Zero-Shot Planning via Causal LLM Translation to Admissible Action Autoregressive Generation

https://wenlong.page/language-planner/ 41



First Work: Language Models as Zero-Shot Planners \\[® o/

https://wenlong.page/language-planner/ 42



First Work: Language Models as Zero-Shot Planners N(Ibl

GPT-3 175B Translated GPT-3 175B
Task: Throw away paper Task: Throw away paper
, Human ~ | Step 1: Walk to home office Step 1: Walk to home office
100 Task: Throw away paper Step 2: Walk to wastebasket Step 2: Walk to table
Human (100% Executability) Step 1: Walk to home office Step 3: Find wastebasket Step 3: Find table
Step 2: Walk to desk Step 4: Grab wastebasket Step 4: Turn to table
' Translated S Step 5: Walk to desk - Fi
80 Step 3: Find desk P Step 5: Find paper
% ® GPT-3175B GPT-3 IZSB (Ours) Step 4: Turn to desk Step 6: Drop paper in wastebasket Step 6: Grab paper
b} : ' Step 5: Find chair Step 7: Walk to trashcan
E 60 - ’ Codex 12B 3 Step 6: Sit on chair Codex 12B Step 8: Open trashcan
< Step 7: Find check Task: Brush teeth Step 9: Put paper on trashcan
:;:) 0 GPT3 13B Translated Step 8: Grab check Step 1: Walk to bathroom Step 10: Close trashcan
O 40- - odex 12B Step 9: Squeeze check Step 2: Walk to sink
4 C ,
O (Ours) Step s hang up Step 3: Find toothbrush Translated Codex 12B
N & Step 11: Walk to trashcan Step 4: Pick up toothbrush Task: Brush teeth
501 GPT-2 1.5B | Step 12: Put check on trashcan | | Step 5: Put toothbrush in mouth Step 1 Walk 15 bathrosmm
Step 6: Move brush around mouth Step 2: Open door
CFEZ0.1B GPT-2 1.5B for two minutes Step 3: Walk to sink
o ' | 6' 8' Task: Brosh teeth Step 7: Splt }:)pt too_t::l;:aste and Step 4: Put pot on sink
0 200 40 o . 0 100 Step 1: Go to bathroom e Trus inso'sink: o Step 5: Put brush on toothbrush
% Executablllty FOpEG S UL U RATRL 1 ST Al Step 6: Turn to toothpaste

rinse brush for one minute
Step 9: Turn off water in sink and
return brush to cupboard

Step 7: Put toothpaste on toothbrush
Step 8: Put teeth on toothbrush

https://wenlong.page/language-planner/ 43



Another way of mapping <Free-Form Language Action, Admissible Action>

(" ) é )
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Action Action
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Another way: Retrieval Based

Training
Data

kNN
Retriever

Test
Instruction

High-level Plan

LLM

Prompt

Create a high-level plan for completing a household task using the allowed actions and
visible objects.

Allowed actions: OpenObject, CloseObject, PickupObject, PutObject, ToggleObjectOn,
ToggleObjectOff, SliceObject, Navigation

| Task description: Put a heated egg in the sink.

| Completed plan: Navigation fridge, OpenObject fridge, PickupObject egg, CloseObject
: fridge

| Visible objects are sink, egg, microwave

| Next plan: N av1gat10n microwave, OpenOb)ect microwave, PutObject egg microwave,
| CloseObject microwave, ToggleObjectOn microwave, ToggleObjectOff microwave,

| OpenObject microwave, PickupObject egg, CloseObject microwave, Navigation

 sinkbasin, PutObject egg sinkbasin i
_____________________________________________________________________________________________________________ i
Task description: Cook a potato and put it into the recycle bin.
Completed plan: Navigation fridge, OpenObject fridge, PickupObject pot:

CloseOb]ect fridge, Navigation microwave, OpenObject microwave, Pu{Ob]ect potato
microwave, CloseObject microwave, ToggleObjectOn microwave, T{)ggleOb]ectOff
microwave, OpenObject microwave, PickupObiject potato, Close({b]ect microwave

| Visible ob]ects are microwave, fndge, potato, garbagecan L

“Nextplan:™ il

Navigation garbagecan,

PutObject potato garbagecan

Action
[ Low-level Planner ]—>

/{ Object Detector J
d

7

|/

https://arxiv.org/pdf/2310.09971

Simulator
State
Change
‘—
45



Learn the Skill Library (Admissible Action)




\oyager: Policy & Skill Acquisition \\[®a

Focuses on agent policies for exploration and skill acquisition in Minecraft

Environment

nttps://arxiv.org/pdf/2305.16291 47



\oyager: Policy & Skill Acquisition Nato]

Focuses on agent policies for exploration and skill acquisition in Minecraft

Automatic Curriculum

ﬁ.

ake Crafting Table

New
Combat Task
Zombie
Mine Wood Log
HIMLE_EQEEEJ
Mine Diamond Update
Exploration
Progress

Environment

https://arxiv.org/pdf/2305.16291 48



\oyager: Policy & Skill Acquisition Nato]

Focuses on agent policies for exploration and skill acquisition in Minecraft

Automatic Curriculum Iterative Prompting Mechanism

await bot.equip(sword, "hand");}

async function combatZombie(bot) {
// Equip a weapon
const sword = bot.inventory.findInventoryItem(
mcData.itemsByName["stone_sword"].id);
if (sword) {
M

ake Crafting Table slse
New await craftStoneSword(bot);} .-cccee---. f
Combat Task // Craft and equip a shield
. await craftShield(bot);  --cc--ccccuaaaaaa.
Zombie L
}
Mine Wood Log A
Env Feedback Code as
Execution Errors Actions

MINELRREY

Mine Diamond Update
Exploration

Progress

Environment

https://arxiv.org/pdf/2305.16291 49



\oyager: Policy & Skill Acquisition Nato]

Focuses on agent policies for exploration and skill acquisition in Minecraft

Automatic Curriculum Iterative Prompting Mechanism

await bot.equip(sword, "hand");}

async function combatZombie(bot) {
// Equip a weapon
const sword = bot.inventory.findInventoryItem(
mcData.itemsByName["stone_sword"].id);
if (sword) {
M

ake Crafting Table slse
New await craftStoneSword(bot);} .-cccee---. f
Combat Task // Craft and equip a shield
. await craftShield(bot);  --cc--ccccuaaaaaa.
Zombie L .
}
Mine Wood Log A
Env Feedback Code as Refine Program
Execution Errors Actions
HIMEEQBE}'
Mine Diamond Update
Exploration
Progress

Environment Self-Verification

https://arxiv.org/pdf/2305.16291 S0



\oyager: Policy & Skill Acquisition Nato]

Focuses on agent policies for exploration and skill acquisition in Minecraft

Automatic Curriculum

ﬁ'

ake Crafting Table

Combat
Zombie

Mine Wood Log

Mine Diamond

Iterative Prompting Mechanism Skill Library

async function combatZombie(bot) {
// Equip a weapon :\ Mine Wood Log
const sword = bot.inventory.findInventoryItem(
mcData.itemsByName["stone_sword"].id);
if (sword) {
await bot.equip(sword, "hand");}

Make Crafting Table
Craft Stone Sword

else { }‘
New await craftStoneSword(bot);} .ceceee--. f Skill ‘ Make Furnace

Task // Craft and equip a shield Retrieval
await craftShield(bot);  ceccceaccaaaaaan. . — Craft Shield
} Cook Steak
Combat Zombie
Env Feedback Code as Refine Program
Execution Errors Actions 8
HIMEEQBE} I

Update
Exploration
Progress

Environment Self-Verification

https://arxiv.org/pdf/2305.16291 o1



\oyager: Policy & Skill Acquisition Nato]

Step 1: Propose tasks by the automatic curriculum

Inventory (5/36): {'oak_planks': 3, 'stick'":
4, 'crafting_table": 1, 'stone': 3,
'‘wooden_pickaxe': 1}

Reasoning: Since you have a wooden pickaxe and some stones, it would be
beneficial to upgrade your pickaxe to a stone pickaxe for better efficiency.
Task: Craft 1 stone pickaxe.

Biome: river
Inventory (4/36): {'sugar_cane": 3, 'paper":
3, 'fishing_rod": 1, 'wooden_pickaxe": 1}

Reasoning: Since you have a fishing rod in your inventory and you are near a river
biome, it would be a good opportunity to catch some fish for food and experience.
Task: Catch 1 fish.

Nearby entities: pig, cat, villager
Health: 12/20
Hunger: 0/20

Reasoning: Your hunger is at O, which means you need to find food to replenish
your hunger. Since there are pigs nearby, you can Kill one to obtain raw porkchops.
Task: Kill 1 pig.

Inventory (6/36): {'furnace": 1,
'stone_pickaxe': 1, 'oak_planks': 7,
‘crafting_table": 1, 'raw_iron': 4, 'coal': 1}

Reasoning: You have raw iron and coal, and you have a furnace. It's time to smelt
the iron to make iron ingots, which can be used to craft better tools and armor.
Task: Smelt 4 raw iron.

Time: night
Nearby entities: zombie
Equipment: 'stone_sword', 'shield’

Reasoning: Since it's night and there's a zombie nearby, it's a good opportunity to
try killing the zombie now that you have a stone sword and a shield equipped.
Task: Kill 1 zombie.

saega

https://arxiv.org/pdf/2305.16291 52



Voyager: Policy & Skill Acquisition

Step 2: Skill

Program Generated by GPT-4

async function combatZombie(bot) {
// Equip a weapon
const sword =
bot.inventory.findInventoryItem(
mcData. itemsByName[
"stone_sword"
].id
)3
if (sword) {
await bot.equip(sword, "hand");
} else {
await craftStoneSword(bot);

}
// Craft and equip a shield

// Recover hunger

// Look for and combat a zombie

Library

—&—

Program Description Adding a new skill

async function combatZombie(bot) {
// The function is about
equipping a stone sword to combat
a zombie. If a stone sword is not
found, it will craft one.
Additionally, it crafts and equips

a shield for added protection. -
Afterwards, it proceeds to cook Embedding Key
sticks in order to restore hunger.

Once hunger is replenished, it
actively searches for a zombie and
engages in combat with it.

>
>

Add

v

o X VB

Value

Skill Library

Mine Wood Log
Make Crafting Table
Craft Wooden Pickaxe
Craft Stone Sword
Make Furnace

Combat Cow
Cook Steak
Craft Iron Axe

Combat Zombie

Task: Craft Iron Pickaxe

How to craft an iron pickaxe in
Minecraft?

To craft an iron pickaxe, you

need to 3 iron ingots and 2 "
sticks. Once you have gathered mBresag

the materials, ....

Environment Feedback

https://arxiv.org/pdf/2305.16291

Skill Retrieval

Retrieve
Query — Skill Library ——

Top-5 Relevant Skills

g Smelt Iron Ingot
/ Craft Stick

‘ Make Crafting Table
‘ Make Furnace
ﬂ Craft Wooden Pickaxe

53



Voyager: Policy & Skill Acquisition Nato]

Code as Actions, refining with environment feedback

Environment Feedback

| cannot make stick because | need: 2 more planks
| cannot make stone_shovel because | need: 2 more stick

async function craftStoneShovelWithTable(bot) {
// If not enough cobblestone, mine cobblestone

// If not enough sticks, check if there are
// enough planks in the inventory
if (sticksCount < 2) {
const planksCount = bot.inventory.count(
mcData.itemsByName.acacia_planks.id);
if (planksCount < 2) {
// Collect or craft planks
await mineBlock(bot, "acacia_log", 1);
await craftItem(bot, "acacia_planks", 1);
}
// Craft sticks using planks
await craftItem(bot, "stick", 1);}
await craftItem(bot, "stone_shovel"”, 1);

+ +

+ + + 4+ + + + 4+

Execution Error

throw new Error(*No item named ${name}’);
No item named acacia_axe
at line 18:await craftltem(bot, "acacia_axe", 1);

-async function craftAcaciaAxe(bot) {
+async function craftWoodenAxe(bot) {
// Craft anacia planks and sticks

// Place the crafting table near the bot

- // Craft an acacia axe using 3 acacia planks
- // and 2 sticks

- awailt craftItem(bot, "acacia_axe", 1);
bot.chat("Acacia axe crafted.");

// Craft a wooden axe using 3 acacia planks
// and 2 sticks

await craftItem(bot, "wooden_axe", 1);
bot.chat("Wooden axe crafted.");

“— + + + +

https://arxiv.org/pdf/2305.16291
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LLMs can also be finetuned / trained




LLMs

~ )
Embodied
Agents
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Training LLMs for better planning

Embodied Experiences from World Models: Synthetic Data Creation

There are two items. x It was on the desk. x % \S/\i/tal)kntgc,lpanng room. 1 Y"a'k 9
Answer: ChatGPT ChatGPT 3. Stand up. LM gvg:? on sofa
LM There are three items. ¢ LM It was on the sofa. ¢ ChatGPT 4, Walk to living room. 3. Watch Tv,.J

Finetune Language Model

Ve Activity: Watch TV
Goal Or|lented @ Walk to living room.
| Planning & @ Sit on sofa.
- 2]
E2WM | l = Watch TV.
training paradigm . > Action Tracking (of book)
Random Walk to bedroom.  On bed, !n bedroom
Bxloration @ Grab book. In hand, in bedroom
© Walk to living room. In hand, in living room.

World Model

Embodied Experiences

https://arxiv.org/pdf/2305.10626

(e.g. GPT-J-6B)
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Training LLMs for better planning NG!DI

Embodied Experiences from World Models: Synthetic Data Creation

Goal-Oriented Planning ; Random Exploration
w . 4 \ B
Activity: Watch TV d} , @ Grab pillow
. @ Give pillow to E®
Walk to bathr Walk to pbedroom o living room ! 9 Take pl“OW
+19 I @) Grab apple
Bl Siton 51 — . © Walk to living room
- | @ Put apple on table
e I @ Walk to bathroom
. € Walk to bedroom
| © Put pillow on table
. ! .
Question: Question: . Question: Question:
How to watch TV? TV and Given a plan: Walk to living | Tom grabbed pillow. Tom Tom grabbed pillow. Tom walked
sofa is in living room:+: room. Sit on sofa. Turn on TV. . gave pillow to - How many to kitchen - What is the ord;er of
T What is the task? | objects are on the table? oS WS Rl oW AERERTS?
Walk to living room. Sit Answer: Answer: -
on sofa. Turn on TV. Answer: Watch TV. l Two. They are pillow and apple. Bedroom, kitchen, living room
Plan Generation Activity Recognition ) Counting Object Path Tracking

https://arxiv.org/pdf/2305.10626 59



Training LLMSs for better planning NG!DI

Transferring DPO to Trajectory: Exploration-based Trajectory Optimization

Behavioral Clone Exploration Phase
\ 24
e

Training Phase

Learning from Contrastive

<4 Failure-Success Trajectories
e w r' ; (Task: put two cellphones in desk )
Expert Trajectory J i

N

Task: put two
cellphones in desk

Agent: go to shelf 1

Obs 1: on shelf 1, you
see cellphone 1

Agent: take cellphone 1

1 rAgent: go to table 1 1 rAgent: go to shelf 1

1 |Obs 1: on table 1, Obs 1: on shelf 1,
| |you see nothing you see cellphone 1

Agent: go to table 2 | | Agent: take cellphone
P> ... (after m turns) .+« (after n turns)

L I |Agent: | cannot find | |Agent: put
(aftims) | |the second cellphone | |cellphone 2 in desk
Agent: put cellphone : Reward: 0.5 Reward: 1.0
2 in desk > 1 O o Q
Reward: 1.0 i Collect Failures S ———

A\ y

https://arxiv.org/pdf/2403.02502 60



Let us go back to MDPs (Markov Decision Processes)  Nalz|

MDP Policy

Action a, l
[ @ Human }Goalg{ Agent J {f@Phys.ical World]

State §; Reward 7, Reward 7 State ;4
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Let us go back to MDPs (Markov Decision Processes)  Nalz|

Action a, l
I =y R [ w—

State s, Reward 7, Reward 7y, ; State S,

Reward Model

62
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MineCLIP: Contrastive Video-Language Model Nabol

The correlation score can be used as a learned dense reward function to
train a strong multi-task RL agent

Observation space

- RGB ‘ Voxel

' . GPS j’“l Inventory

~R

g

- R Minecup
R Correlation = 0.95

J‘.
- Action space .IV
MineDojo Sim - .;.Move Jf/mack
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MineCLIP: Contrastive Video-Language Model Nabol

The correlation score can be used as a learned dense reward function to
train a strong multi-task RL agent

Observation space

- RGB ‘ Voxel

|
' . GPS j’“l Inventory

X ~RB. R Minecup
: Wikl
J« i | Correlation = 0.95
o Action space
MineDojo Sim & move $ Attack ‘ e
<] Cam T:}Equip “Shear sheep to

obtain wool”
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MineCLIP: Contrastive Video-Language Model Nabol

The correlation score can be used as a learned dense reward function to
train a strong multi-task RL agent

Stack the last 16 RGB frames
—————————————————————— —p

Observation space EEEEEEEEE

[~ RGB ‘ Voxel
\ . GPS jJ{ Inventory

| ov

MineCLIP

Correlation = 0.95

J«
Action space

MineDojo Sim L .{.Move ,f/mack
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MineCLIP: Contrastive Video-Language Model Nabol

The correlation score can be used as a learned dense reward function to
train a strong multi-task RL agent

Stack the last 16 RGB frames
" Th SE ED EE S R SR O D e D S ae .. —p

= RGB ‘ Voxel
- ¢V
. GPS | Inventory
# .
R MineCLIP
. R Correlation = 0.95
Action space '
MineDojo Sim & move f,mack : ‘ ‘ ole
<] Cam ‘Equuip “Shear sheep to

obtain wool”
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MineCLIP: Contrastive Video-Language Model Nabol

The correlation score can be used as a learned dense reward function to
train a strong multi-task RL agent

EEEEEEEEN g Per-frame

— , Feat
Stack the last 16 RGB frames n eature
F ‘Do = == E = —_— el =1 = s —_— —_— ke —_— === E —_— —_— T = =

Observation space TTETEIEEY1

= RGB ‘ Voxel
l 2%

., . GPS j’“l Inventory
R MineCLIP
r——

!

Correlation = 0.95

-
Action space
MineDojo Sim & move $ Attack ‘ e

< cam 7 Equip “Shear sheep to
obtain wool”

Video
Feature

Aggregate I
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Let us go back to MDPs (Markov Decision Processes)  Nalz|

Action a, Transition Model

(@ S ) [

State s, Reward 7, Reward 7y, ; State S,
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Transition Model B maZTs|

"World Modeling”




Different Instantiation of World Models Nato]

PDDL as world models
LLMs as world models

Video generation as world models " L&‘rgﬁ World Modﬁl"

71



PDDL as World Models




Input: Washing Dishes

stained(bowl)

Environment

not stained(bowl)

CLEAN_WITH_BRUSH

Operator Name

stained(bowl) ()

soaked(scrub brush) @

holding(scrub brush)




Goal Interpretation Subgoal Decomposition Action Sequencing __

LLM Output: Preconditions and Effects
6\
f @} Action Trajectory

>

General Purpose Planner

handsfull(?agent)

‘ holding(?brush)

not stained(?obj)



Goal Interpretation Subgoal Decomposition Action Sequencing __

LLM Output: Preconditions and Effects
4\
f @} Action Trajectory

>

General Purpose Planner

handsfull(?agent) , Not a valid action sequence.

holding(?brush)

7 not stained(?obj) |
- ‘ v
- : x PLAN FAILED!



Goal Interpretation Subgoal Decomposition Action Sequencing __

LLM Output: Preconditions and Effects

~.
@} Action Trajectory
—A

>

General Purpose Planner

handsfull(?agent) , Not a valid action sequence.

A4
PLAN FAILED!



Goal Interpretation Subgoal Decomposition Action Sequencing __

LLM Output: Preconditions and Effects
6\
f @} Action Trajectory

>

General Purpose Planner

A1 GRASP(scrub brush)

handsfull(?agent)

holding(?brush)
e - A8 GRASP(bowl)

A9 CLEAN_WITH_BRUSH(bowl)

A4
PLAN SUCCEEDED!



PDDL as World Model \[®a

2. 70 - householdObject: the small appliance to be toggled on
R ——

Preconditions:

(and

(not (appliance-on 70))

)

Effects:
m

(appliance-on 70)

)

New Predicates:
1. (appliance-on 7o - householdObject): true if the small appliance 7o is switched on

https://guansuns.github.io/pages/lim-dm/ 78



PDDL as World Model Nato]

 Natural-language PDDL
Step 1. PDDL description of available Bretralned > Parameters:
Construction actions or skills s T o - "
* Description of the reconditions:
domain Validation Tool for PDDL: brief
but readable error messages to Effects:

capture syntax errors

https://guansuns.github.io/pages/lim-dm/ 79



PDDL as World Model Nato]

PDDL
Step 2. Parameters:
Human
Correction Preconditions:

Effects:
s

https://guansuns.github.io/pages/lim-dm/ 80



PDDL as World Model

Step 2.
Human

Correction

PDDL

Parameters: Corrections
to PDDL
Preconditions: R

Effects:

Pre-trained
LLMs

as a middle layer or
interface between
PDDL and sources

of natural-language
feedback

https://guansuns.github.io/pages/lim-dm/

LLMs translate PDDL
into natural language

>

<

Feedback in natural
language

Domain
Experts

To capture
factual errors like
missing
preconditions or
incorrect effects

81



PDDL as World Model

Step 2.
Human

Correction

Step 3.
Planning with
two hybrid
approaches

PDDL

Parameters: Corrections
to PDDL
Preconditions: B

Effects:

Pre-trained
LLMs

as a middle layer or
interface between
PDDL and sources
of natural-language
feedback

https://guansuns.github.io/pages/lim-dm/

LLMs translate PDDL
into natural language

>

<

Feedback in natural
language

Domain
Experts

To capture
factual errors like
missing
preconditions or
incorrect effects

82



PDDL as World Model \\[®a

Pre-trained :
PDDL LLMs LLMs translate PDDL Domain
Step 2. Parameters: Corrections into natural language Experts
Human to PDDL
i Preconditions: B BAECS e o : To capture
Correction ' interface between - factual errors like
EffectS' PDDL and sources Feedback in natural missing
NS ' @ of natural-language language preconditions or
! \ feedback incorrect effects
I \
|
i
\ I
I
\\ , Prompting <—  Feedback information
< such as unmet
Step 3. Goals Domain preconditions
Planning with & - '"‘::l‘a’::::m -» Plans 4
two hybrid PDDL|£‘3 (e.g., Fast Downward) b nad Goals
approaches ) wLLM“ e 5 Plans —-» &
. PDDL .
©
Option 1: Classical planner with LLM-acquired Option 2: LLM modulo planner back-prompted
PDDL model by VAL using LLM-acquired PDDL model

https://guansuns.github.io/pages/lim-dm/ 83



LLMs as World Models




LLM-MCTS: LLMs as Commonsense Knowledge NGQI

Sample from the commonsense belief to obtain an initial state of the world

Belief
Update

https://arxiv.org/pdf/2305.14078 85



Multimodal Theory of Mind

Nl

Belief Inference

Goal Inference

Type 2.1: Goal given true belief

Type 1.1: True belief, short-term
u
“ﬂ = U

Scene: ... Inside the bridge, you'll find a bottle
of wine...

Actions: ... Finally, she moves towards the
fridge, preparing to open it.

Question: If Elizabeth has been trying to get a

bottle of wine, which one of the following

statements is more likely to be true?

(a) Elizabeth thinks that there is a bottle of
wine inside the fridge.

(b) Elizabeth thinks that there isn’t any bottle of
wine inside the fridge.

Scene: ... The living room is furnished with a
cabinet, ... The cabinet is filled with two
apples, ..., and a bottle of wine. ... Inside the
fridge, there are two apples.

Actions: James... then opens the fridge,
closes it... Finally, he walks towards the living
room and approaches the cabinet.

Question: Which one of the following

statements is more likely to be true?

(a) James has been trying to get a bottle of
wine.

(b)James has been trying to get an apple.

Type 2.2: Goal given false belief

Scene: ... There is a water glass inside the
seventh cabinet... The fridge stores two
cupcakes...

Actions: Mark... advances towards the
seventh kitchen cabinet.

Question: If Mark doesn'’t think there is a
water glass inside the seventh kitchen
cabinet, which one of the following statements (b) Mark has been trying to get a condiment
is more likely to be true?

(a)Mark has been trying to get a water glass.
(b)Mark has been trying to get a cupcake.

Type 1.3: Belief tracking, long-term

i

Type 1.2: False belief, short-term
i . 3

> -

Scene: ... The kitchen is equipped with a fridge, sofa, dishwasher, eight
cabinets, a stove, a microwave, and a kitchen table...

Actions: ... He walks to the seventh kitchen cabinet, opens and closes
it. He repeats the same action with the sixth kitchen cabinet.
Subsequently, he moves towards the dishwasher.

Scene: ... The living room features a cabinet... The cabinet is
filled with a bag of chips, a remote controller, a bottle of wine,
and a water glass.

Actions: Jennifer is situated in the living room. She heads
towards the cabinet and is about to open it.

Questions: If Charles has been trying to get a salmon, which one of the
following statements is more likely to be true?

(a)Charles thinks that there is a salmon inside the fridge.

(b) Charles thinks that there isn’t any salmon inside the fridge.

Question: If Jennifer has been trying to get a cupcake, which

one of the following statements is more likely to be true?

(a)Jennifer thinks that there isn’t a cupcake inside the cabinet.

(b) Jennifer thinks that there is a cupcake inside the
cabinet.

Type 2.3: Goal given updated belief Type 2.4: Goal given future actions

N [ S ¥/ ii
Scene: ... The first cabinet, from left to right,
contains a bag of chips.

Actions: Mary... walks towards the first kitchen

cabinet, opens it, and then closes it.

Scene: ... The dishwasher holds a dish bowl...
The first cabinet from the left holds a bag of chips
and a wine glass... The fifth cabinet has an
apple...

Actions: Williams... advances towards the first
kitchen cabinet, opens it, and then shuts it. He
then moves towards the fifth kitchen cabinet.

Question: Which one of the following
statements is more likely to be true?

(a)Mary has been trying to get a bag of chips.
Question: Which one of the following statements
is more likely to be true?

(a)William has been trying to get a wine glass.
(b) William has been trying to get a dish bowl.

bottle.

https://arxiv.org/pdf/2401.08743



LLM-MCTS: LLMs as Commonsense Knowledge NGQI

Sample from the commonsense belief to obtain an initial state of the world

Prior Belief
%— : . Of States
v Natural Language Instruction b ( 8) Be I i ef
Dataset Possible positions of apple: __ Up d ate I
—
Prompt Examples =
g}— Natural Language Instruction Z
History of Actions T (0, | h)
Human Current Observation Heuristic
User Next plan: ______ Policy
New Observation @ Output Action
0, <
Output Action
Environment

https://arxiv.org/pdf/2305.14078 87



Video Generation as World Model (World Foundation Model)




Genie 2: World Foundation Model

https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/ 89



Genie 2: World Foundation Model Nabol

Diffusion world model

“Screenshot of a world with Forward: “W”
a warrior protagonist”

|

Imagen 3

.

:gJepoougsf

https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/ 90



Genie 2: World Foundation Model Nato]

Diffusion world model

“Screenshot of a world with
a warrior protagonist”

|

[\ MEgen2 } B If no action...

https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/ 91



Genie 2: World Foundation Model Nabol

Diffusion world model

“Screenshot of a world with Forward: “W”
a warrior protagonist”

|

Imagen 3

.

:gJepoougsf

https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/ 92



Genie 2: World Foundation Model Nabol

Diffusion world model

“Screenshot of a world with Forward: “W”
a warrior protagonist”

|

[ Imagen 3

.

K\JepOOUHQF

Bﬁél’”@ﬁdﬁét\

https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/ 93



Genie 2: World Foundation Model Nato]

Diffusion world model

“Screenshot of a world with Forward: “W”
a warrior protagonist”

|

>

{ Imagen 3

| Jepoouy |

https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/ 94



NVIDIA Cosmos World Foundation Models

A family of pre-trained models purpose-built for generating physics-aware videos and world states for

physical Al development.

Learn more about model architectures, development resources, and availability here.

Cosmos Cosmos

Cosmos

Nano Super Ultra

Maximum-accuracy and quality,
provides best-fidelity knowledge
transfer for distilling custom
models

Highly performant baseline
models for out-of-the-box fine-
tuning and deployment

Super low-latency, real-time
models optimized for deploying at

the edge




UniSim: Learning Interactive Real-World Simulators ~ Naz|

Internet texts, images, videos

B ‘_' - i Panarama
' - scans

Simulated
navigation

Human © 5§ | . 9. Real-world

navigation

https://universal-simulator.github.io/unisim/ 96



UniSim: Learning Interactive Real-World Simulators ~ Naz|

A video diffusion model trained to predict the next (variable length) set of
observation frames

motor controls

https://universal-simulator.github.io/unisim/ 97



UniSim: Learning Interactive Real-World Simulators ~ Naz|

A video diffusion model trained to predict the next (variable length) set of
observation frames

O 01 0y 03

Axy, Aoy, Axy, szJ]]

a

motor controls

SRR 1
language descriptions

https://universal-simulator.github.io/unisim/ 98




UniSim: Learning Interactive Real-World Simulators ~ Naz|

A video diffusion model trained to predict the next (variable length) set of
observation frames

O 01 0y 03

<camera> 90°, <zoom> 1.5]]]
5 a

1 eSS A a,
language descriptions camera actions

https://universal-simulator.github.io/unisim/ 99

| €

motor controls




UniSim: Learning Interactive Real-World Simulators ~ Naz|

Support Long-horizon generation

17 Language plans generated by the VLM policy —l

L
L Move the blue cube Slide the green circle Move the yellow circle
s. to the bottom right to the top left to the bottom left

Real-robot execution |
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Let us go back to MDPs (Markov Decision Processes)  Nalz|

Action a, Transition Model

(@ S ) [

State s, Reward 7, Reward 7y, ; State S,
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Let us go back to MDPs (Markov Decision Processes)

Action a,

l

[ @ Human }Goalg{ I:gent ] {C@Physical WorIdJ

State §;

Reward 7,

Reward 7, ;

State S5, ;
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Unified Virtual Agent




Key idea: MDP as sequence prediction Nao|

2856 - aGd

Goal
State
Action

Reward

Slides Credit: Wenlong



Key idea: MDP as sequence prediction \\[®a]

Option 1: Flat Concatenation

Action
Option 2: Hierarchical Encoding

Slides Credit: Wenlong



Option 1: Flat Concatenation Nato]

_________________________________________________________________________________________________________________________

Robotics ; ; Gammg : 5

The clinician is helping
the patient out of bed.
- =

instruction: push the red f)e tagon
dloqonolly ug ond to the left x:

V

The patient is lying in bed,

TAS KS drinking something from a cup.
Action Recognition Visual Captioning

TASK- I “ I

SPECIFIC =

OUTPUTS ﬁ

AGENT Agent Pretraining

FOUNDATION
MODEL Action Encoder Visual Encoder Language Encoder
(UNIFIED)

: + i - . e Frames/Image ==
Action - g Cognition m Video =+ & (w/o ANNOTATION) = Language == Knowledge

Low-level Agent Prediction _ High-level Agent Instruction 106
https://arxiv.org/pdf/2402.05929

TRAINING | =
DATA \ =

'




Option 1: Flat Concatenation Nato]

An Interactive Agent Foundation Model
Unified Tokenization

Transformer Model F,p

A A 4

IIRURNRUUNE. FEART

Projector £
Special d
Tokenizer " e:t Tokens Visual
I 8 I Encoder Eg
Text prompt W Actions A; Video frames V;

I Text tokens |:| Action tokens I Visual tokens

107
https://arxiv.org/pdf/2402.05929



Option 1: Flat Concatenation \\[®a

An Interactive Agent Foundation Model
Pretraining Pipeline:

. Action AX: 0.0135 AX: -0.0045 AX: -0.0105 AX: -0.0105
. Predictions: AY: 0.0255 AY: 0.0135 AY: -0.0075 AY: 0.0015
| | |
voA ; :
| | | |
FO(W’ZI) FO(VV’ZPAPZZ) st F“’(‘MZ"M’A“M*""Z‘) e FO(W’ZT-M’AT-M""ZT)
YE,V) UE(V,)) YEL(V)) YEL(Vy)

|

: Text Instruction: — I |

. separate the blue

' cube from the

. green star

108
https://arxiv.org/pdf/2402.05929



Latent estimate of state, goal Off-policy RL across multiple value
[[ ~ and environment [ ~ horizons and every timestep in parallel
oo Wyl A eoH@eme - o
A Actor A Critic :

AMAGO

Long-Sequence Transformers for Memory and In-Context RL Along Entire Rollouts

+ ti t e o o + e o o +
0]
A
|
Timestep Encoder
:

I I I ] f 1 [ - ]
/ / t . / / . t. / / /
0o aO | To 90 - B OJ aj 'rj g, e OH ATy gH H

obs. action reward reset goal time

A A
Timestep Encoder mestep Encoder

https://arxiv.org/pdf/2310.09971 109



Multi-Agent Collaboration




An Envisioned Agent Society \

Making lanterns...
We need:

() *10= §@#+100+

Planning to cook...
I need:
1.Fish, 2.Sauce ...

Special

dishes? |~

Kitchen

Task planning and soLvingh
Ordering dishes and
cooking

Acting with tools
Discussing
decoration

Sure!

I play the §Outdoors

User

Let me experience the
festival in this world... 1

Cooperation
Band performing




Alice

(LLM)

“Hi, Bob. I
found 3 target objects
in the kitchen,

I remember
you were holding an
empty container,
can you come here to
pick them up while I
20 to explore other
rooms?”

https://openreview.net/pdf?id=EnXJfQqy0K

® Bob
M (iunan/Al

“OK, thanks for your
information, I'll go to
transport them.”

112



Benchmarking




So Many Different Ways of Using LLMs

Existing Work Goal Interpretation Action Sequencing Subgoal Decomposition Transition Modeling
SayCan LLMs LLMs
Ada LLMs LLMs
LLP+P LLMs
AutoTAMP LLMs LLMs
Code as Policies LLMs LLMs LLMs
Voyager LLMs LLMs
Demo2Code LLMs LLMs LLMs
LM as ZeroShot Planner LLMs LLMs
SayPlan LLMs LLMs LLMs
Text2Motion LLMs
LLMGROP LLMs LLMs
REFLECT LLMs LLMs
Generating Consistent PDDL LLMs LLMs

Domains with LLMs

PlanSeqlLearn LLMs
COWP LLMs LLMs LLMs



So Many Different Ways of Using LLMs

Existing Work Goal Interpretation Action Sequencing Subgoal Decomposition Transition Modeling
CAPE LLMs LLMs
HERACLEs LLMs
RoboTool LLMs LLMs
PROMST LLMs
LLM3 LLMs LLMs
Ghost in the Minecraft LLMs
PlanBench LLMs LLMs
TaPA LLMs LLMs LLMs
ChatGPT Robot Control LLMs
LLM World Models for Planning LLMs LLMs
DEPS LLMs LLMs
Grounded Decoding LLMs
ProgPrompt LLMs LLMs
DROC LLMs LLMs
- " Different Purposes Different Input/Output
GPTPDDL T Yl o put/ouLp



So we need Standardization!



Embodied Agent Interface



Embodied Agent Interface

to benchmark LLMs for Embodied Decision Making



LLMs

Embodied Agent Interface

Embodied Decision Making



Let us go back to MDPs (Markov Decision Processes)

Action a, J,
]Goalg 2
[ @ Human >[ Agent Physical World
)
A A

State s, Reward 7, Reward 7, State 5,




Markov Decision Process

Action a,
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Standardization of modules and interfaces
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Standardization of modules and interfaces
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Standardization of modules and interfaces
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Standardization of modules and interfaces
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@ Standardize Goal Specifications
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Goal Interpretation Subgoal Decomposition
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Thank You
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