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MDP Observation



5
https://arxiv.org/pdf/2309.07864



MDP Environment: Embodied Simulator 

6

Simulator Year Physics Engine Applications
Isaac Sim 2023 PhysX Navigation, Autonomous Driving
Isaac Gym 2019 PhysX Reinforcement Learning, Large-Scale Parallel Simulation
Unity ML-Agents 2017 Custom Reinforcement Learning, Robotics Simulation
AirSim 2017 Custom Drone Simulation, Autonomous Driving, Reinforcement Learning
PyBullet 2017 Bullet Reinforcement Learning, Robotics Simulation
MORSE 2015 Bullet Navigation, Multi-Robot
V-REP (CoppeliaSim) 2013 Bullet/ODE/Vortex/Newton Multi-Robot, Robotics Simulation

MuJoCo 2012 Custom Reinforcement Learning, Robotics Simulation

Gazebo 2004 ODE/Bullet/Simbody/DART Navigation, Multi-Robot
Webots 1996 ODE Robotics Simulation

General Simulators 

Simulator Year Scenes Modalities
iGibson 2021 15 RGB-D, LiDAR, Learning
SAPIEN 2020 46 RGB-D, Joint Object Interaction
Habitat 2019 1000 RGB-D, Supports Multi-Agent
Matterport 3D 2018 90 RGB-D, Navigation Benchmark
Virtual Home 2018 50 RGB-D, Environment Graph
AI2-THOR ALFRED 2017 120 RGB-D, Supports Multi-Agent

Real-Scene Based Simulators 
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Further enhance these env by generating high-quality 3D scenes, facilitating diverse training scenarios

RoboGen HOLODECK PhyScene ProcTHOR
(Luo et al. 2023) (Kapelyukh et al. 2018) (Yang et al. 2024) (Yang et al. 2022) 

Automated Scene Construction



What is a typical dataset?

8https://arxiv.org/abs/2410.07166Embodied Agent Interface: Benchmarking LLMs for Embodied Decision Making



Let us go back to MDPs (Markov Decision Processes) 
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Input: State Estimation



Perception / State Estimation: o → s



MDP Environment: Matterport3D

! A large-scale RGB-D dataset containing 10,800 panoramic views from 
194,400 RGB-D images of 90 building-scale scenes

11https://arxiv.org/pdf/1709.06158

Textured 3D Mesh



Embodied QA

12EmbodiedQA: Das et. al., 2018 



EQA: Embodied Question Answering

13
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



MDP Observation: 3D Integration

! Two types of perception abilities:

14
https://embodiedqa.org/slides/eqa_matterport.slides.pdf
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MDP Observation: 3D Integration

! Two types of perception abilities:

16
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Agent Perception / State Estimation

17
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Agent Navigation for Embodied QA

18
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Training Agents for Navigation
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https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Training Agents for Navigation
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Training Agents for Navigation
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https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Training Agents for Navigation

24
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Extension to Real-World: OpenEQA

25https://open-eqa.github.io/



Previous Metrics

26
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Now Foundation Models are Scorers

27
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



Now Foundation Models are Scorers

28
https://embodiedqa.org/slides/eqa_matterport.slides.pdf



New Eval Trend: Now Foundation Models are Scorers

29
https://embodiedqa.org/slides/eqa_matterport.slides.pdf
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Input ! State Estimation
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Input ! Goal Interpretation



Goal Interpretation g



Multimodal Theory of Mind

33https://arxiv.org/pdf/2401.08743



Multimodal Theory of Mind

34
https://arxiv.org/pdf/2401.08743

Belief

Goal



Goal Prediction

! Learn to predict plausibly useful goals in a task-agnostic way

35
https://proceedings.mlr.press/v202/du23f/du23f.pdf



Let us go back to MDPs (Markov Decision Processes) 
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Input ! Goal Interpretation



Let us go back to MDPs (Markov Decision Processes) 
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MDP Policy



Policy    π(o, g) → a



First Work: Language Models as Zero-Shot Planners

! LLMs as the Planner

39https://wenlong.page/language-planner/



The key is <Free-Form Language Action, Admissible Action> 

Free-Form 
Action

Admissible 
Action



First Work: Language Models as Zero-Shot Planners

! LLMs as the Planner

41https://wenlong.page/language-planner/



First Work: Language Models as Zero-Shot Planners
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First Work: Language Models as Zero-Shot Planners

43https://wenlong.page/language-planner/



Another way of mapping <Free-Form Language Action, Admissible Action>

Free-Form 
Action

Admissible 
Action



Another way: Retrieval Based

45https://arxiv.org/pdf/2310.09971



Learn the Skill Library (Admissible Action)



Voyager: Policy & Skill Acquisition

! Focuses on agent policies for exploration and skill acquisition in Minecraft

47https://arxiv.org/pdf/2305.16291
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Voyager: Policy & Skill Acquisition

! Focuses on agent policies for exploration and skill acquisition in Minecraft

51https://arxiv.org/pdf/2305.16291



Voyager: Policy & Skill Acquisition

! Step 1: Propose tasks by the automatic curriculum

52https://arxiv.org/pdf/2305.16291



Voyager: Policy & Skill Acquisition

! Step 2: Skill Library

53https://arxiv.org/pdf/2305.16291

Adding a new skill

Skill Retrieval



Voyager: Policy & Skill Acquisition

! Code as Actions, refining with environment feedback

54https://arxiv.org/pdf/2305.16291



LLMs Embodied 
Agents



LLMs can also be finetuned / trained



LLMs Embodied 
Agents



Training LLMs for better planning

! Embodied Experiences from World Models: Synthetic Data Creation

58https://arxiv.org/pdf/2305.10626



Training LLMs for better planning

! Embodied Experiences from World Models: Synthetic Data Creation

59https://arxiv.org/pdf/2305.10626



Training LLMs for better planning

! Transferring DPO to Trajectory: Exploration-based Trajectory Optimization

60https://arxiv.org/pdf/2403.02502



Let us go back to MDPs (Markov Decision Processes) 
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MDP Policy



Let us go back to MDPs (Markov Decision Processes) 
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Reward Model



Reward Model    o, a → r



MineCLIP: Contrastive Video-Language Model

! The correlation score can be used as a learned dense reward function to 
train a strong multi-task RL agent

64
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MineCLIP: Contrastive Video-Language Model

! The correlation score can be used as a learned dense reward function to 
train a strong multi-task RL agent

68



Let us go back to MDPs (Markov Decision Processes) 
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Transition Model



Transition Model    ot, a → ot+1

"World Modeling"



Different Instantiation of World Models

! PDDL as world models 
! LLMs as world models 
! Video generation as world models 

71

"Large World Model"



PDDL as World Models



     
Environment

Goal 

Transition Modeling

Preconditions

Effects

Goal Interpretation Subgoal Decomposition Action Sequencing

transitioning 

stained(bowl)

soaked(scrub brush)

holding(scrub brush)

not stained(bowl)

not stained(bowl)

 stained(bowl)

bowl
scrub brushhold scrub brushcleaned bowl

This video is for demonstration only. There’re no actual controller-level actions. For action execution 
examples, visit our repository: https://github.com/embodied-agent-interface/embodied-agent-interface.

     Operator Name
CLEAN_WITH_BRUSH

Input: Washing Dishes

Transition Modeling

LLM Output



Transition Modeling

Preconditions

Effects

Goal Interpretation Subgoal Decomposition Action Sequencing

…
…

handsfull(?agent)

Preconditions and Effects

Transition Modeling

LLM Output:

GRASP 

…

General Purpose Planner

Action Trajectory

Preconditions

EffectsCLEAN_WITH_BRUSH 

…
holding(?brush)

not stained(?obj)
…



Transition ModelingGoal Interpretation Subgoal Decomposition Action Sequencing

General Purpose Planner

Action Trajectory

PLAN FAILED!

Not a valid action sequence. 

Preconditions

Effects

…
…

handsfull(?agent)

Preconditions and Effects

Transition Modeling

LLM Output:

GRASP 

…

Preconditions

EffectsCLEAN_WITH_BRUSH 

…
holding(?brush)

not stained(?obj)
…



holding(?brush)

Transition ModelingGoal Interpretation Subgoal Decomposition Action Sequencing

Preconditions and EffectsLLM Output:

Preconditions

Effects

…
…

handsfull(?agent)

Preconditions and Effects

Transition Modeling

LLM Output:

GRASP 

…

Preconditions

EffectsCLEAN_WITH_BRUSH 

…

not stained(?obj)
…

General Purpose Planner

Action Trajectory

PLAN FAILED!

Not a valid action sequence. 

holding(?brush)



Transition ModelingGoal Interpretation Subgoal Decomposition Action Sequencing

General Purpose Planner

Action Trajectory

A8     GRASP(bowl)

A9     CLEAN_WITH_BRUSH(bowl)

…

A1    GRASP(scrub brush)

PLAN SUCCEEDED!

Preconditions

Effects

…
…

handsfull(?agent)

Preconditions and Effects

Transition Modeling

LLM Output:

GRASP 

…

Preconditions

EffectsCLEAN_WITH_BRUSH 

…
holding(?brush)

not stained(?obj)
…

holding(?brush)



PDDL as World Model

78https://guansuns.github.io/pages/llm-dm/



PDDL as World Model
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PDDL as World Model

80https://guansuns.github.io/pages/llm-dm/



PDDL as World Model

81https://guansuns.github.io/pages/llm-dm/



PDDL as World Model

82https://guansuns.github.io/pages/llm-dm/



PDDL as World Model

83https://guansuns.github.io/pages/llm-dm/



LLMs as World Models



LLM-MCTS: LLMs as Commonsense Knowledge

! Sample from the commonsense belief to obtain an initial state of the world

85https://arxiv.org/pdf/2305.14078



Multimodal Theory of Mind

86
https://arxiv.org/pdf/2401.08743

Belief

Goal



LLM-MCTS: LLMs as Commonsense Knowledge

! Sample from the commonsense belief to obtain an initial state of the world

87https://arxiv.org/pdf/2305.14078



Video Generation as World Model (World Foundation Model) 



Genie 2: World Foundation Model

89https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/



Genie 2: World Foundation Model
! Diffusion world model

90https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/



Genie 2: World Foundation Model
! Diffusion world model

91https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/

If no action…



Genie 2: World Foundation Model
! Diffusion world model

92https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/



Genie 2: World Foundation Model
! Diffusion world model

93https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/



Genie 2: World Foundation Model
! Diffusion world model

94https://deepmind.google/discover/blog/genie-2-a-large-scale-foundation-world-model/



NVIDIA Cosmos World Model

95



UniSim: Learning Interactive Real-World Simulators

96https://universal-simulator.github.io/unisim/



UniSim: Learning Interactive Real-World Simulators

! A video diffusion model trained to predict the next (variable length) set of 
observation frames

97https://universal-simulator.github.io/unisim/

motor controls language descriptions camera actions
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UniSim: Learning Interactive Real-World Simulators

! A video diffusion model trained to predict the next (variable length) set of 
observation frames

99https://universal-simulator.github.io/unisim/

motor controls language descriptions camera actions



UniSim: Learning Interactive Real-World Simulators

! Support Long-horizon generation

100
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Transition Model



Let us go back to MDPs (Markov Decision Processes) 
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Unified Virtual Agent    



Key idea: MDP as sequence prediction
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Goal

State

Action

Reward

Slides Credit: Wenlong



Key idea: MDP as sequence prediction

!"#$ %&' #&' ()&' %&* #&* )&* %&+ #&+ )&+

Goal

State

Action

Reward

Slides Credit: Wenlong

Option 1: Flat Concatenation

Option 2: Hierarchical Encoding

Goal

State

Reward

!"#$ %&' #&' ()&' %&* #&* )&* %&+ #&+ )&+



Option 1: Flat Concatenation

106
https://arxiv.org/pdf/2402.05929

An Interactive Agent Foundation Model



Option 1: Flat Concatenation

! Unified Tokenization

107
https://arxiv.org/pdf/2402.05929

An Interactive Agent Foundation Model



Option 1: Flat Concatenation

! Pretraining Pipeline:

108
https://arxiv.org/pdf/2402.05929

An Interactive Agent Foundation Model



Option 2: Aggregating o, a, r to one vector

109https://arxiv.org/pdf/2310.09971



Multi-Agent Collaboration   



111



112https://openreview.net/pdf?id=EnXJfQqy0K



Benchmarking



Existing Work Goal Interpretation Action Sequencing Subgoal Decomposition Transition Modeling

SayCan LLMs LLMs

Ada LLMs LLMs

LLP+P LLMs

AutoTAMP LLMs LLMs

Code as Policies LLMs LLMs LLMs

Voyager LLMs LLMs

Demo2Code LLMs LLMs LLMs

LM as ZeroShot Planner LLMs LLMs

SayPlan LLMs LLMs LLMs

Text2Motion LLMs

LLMGROP LLMs LLMs

REFLECT LLMs LLMs

Generating Consistent PDDL
Domains with LLMs

LLMs LLMs

PlanSeqLearn LLMs

COWP LLMs LLMs LLMs

So Many Different Ways of Using LLMs



Di!erent Domains Di!erent Purposes Di!erent Input/Output 

Learning to Reason over Scene
Graphs

LLMs LLMs LLMs

GRID LLMs LLMs

LLMplanner LLMs LLMs

DELTA LLMs

Look Before You Leap LLMs LLMs

CAPE LLMs LLMs

HERACLEs LLMs

RoboTool LLMs LLMs

PROMST LLMs

LLM3 LLMs LLMs

Ghost in the Minecraft LLMs

PlanBench LLMs LLMs

TaPA LLMs LLMs LLMs

ChatGPT Robot Control LLMs

LLM World Models for Planning LLMs LLMs

DEPS LLMs LLMs

Grounded Decoding LLMs

ProgPrompt LLMs LLMs

DROC LLMs LLMs

LMPC LLMs LLMs Di!erent Input/Output Input/Output GPTPDDL Di!erentLLMs Di!erent Input/Output Input/Output 
RAP LLMs



So we need Standardization!



Embodied Agent Interface



Embodied Agent Interface

to benchmark          LLMs Embodied Decision Makingfor



LLMs

                                                                                  Embodied Decision Making

Embodied Agent Interface



Let us go back to MDPs (Markov Decision Processes)
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Markov Decision Process
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Markov Decision Process
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Embodied Agent Interface

Goal  
Interpretation
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LLMs

                                                                                                                                                                    VirtualHome

Embodied Agent Interface

…

Goal  
Interpretation

Action  
Sequencing

Subgoal 
Decomposition

Transition 
Modeling

Embodied Environments: 



Standardization of modules and interfaces
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Standardization of modules and interfaces

Goal  
Interpretation
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Sequencing

Subgoal 
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Transition 
Modeling

          
Environment Instructions

Symbolic Goal

     
Environment Goal 

Subgoal Trajectory

⟨s0, gnl⟩

OperatorGoal 
     
Environment

Action Trajectory



Standardization of modules and interfaces

Preconditions & Effects

Operator 
Predicates 

Initial  
State 

Goal 

Goal  
Interpretation

Action  
Sequencing

Subgoal 
Decomposition

Transition 
Modeling

          
Environment Instructions

Symbolic Goal

     
Environment Goal 

Subgoal Trajectory

⟨s0, gnl⟩

OperatorGoal 
     
Environment

Action Trajectory



Standardize
Goal Specifications

Standardize
Modules and Interfaces

Linear  
Temporal  

Logic

4 modules 
438 tasks 
1475 goals



Task: Bottling Fruits

Objects

x2x1x1

Task Goal

Linear Temporal Logic

exist a that: inside and

not inside 

forall that: not open

Standardize Goal Specifications

open open

inside 

inside inside 

inside 

not open not open



Standardize
Goal Specifications

Standardize
Fine-grained Metrics

Linear  
Temporal  

Logic

Standardize
Modules and Interfaces

4 modules 
438 tasks 
1475 goals

18 models 
42 metrics 

100+ page analysis



Object State

Spatial 

Relation

Tr
an

sit
io

n 
M

od
el

Planner 

Success Rate
Execution 

Success Rate

Task 

Success Rate

Ex
cu

ta
tio

n 
Su

cc
es

s 
Ra

te

Task 

Success Rate

0

20

40

60

80

100

Mixtral 8x22B Llama 3 70B Gemini 1.5 Pro
GPT-4o Claude 3.5 Sonnet o1-preview

Object State

Spatial 

Relation

Tr
an

sit
io

n 
M

od
el

Planner 

Success Rate
Execution 

Success Rate

Task 

Success Rate

Ex
cu

ta
tio

n 
Su

cc
es

s 
Ra

te

Task 

Success Rate

00

20202020202020

4040404040404040

60606060606060606060606060

808080

100100

Goal Interpretation Action Sequencing Transition ModelingSubgoal Decomposition

18 models



Thank You
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Outline
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Content Time Presenter

1. Motivation and Overview 15min Manling Li

2. Foundation Models meet Virtual Agents 45min Manling Li

3. Foundation Models meet Physical Agents
Overview & Perception 25min Jiayuan Mao

High-level & Low-level Decision Making 50min Wenlong Huang

Break

4. Robotic Foundation Models 30min Yunzhu

5. Remaining Challenges 15min Yunzhu

QA 30min




