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Robotic Foundation Models

What i1s a Robotic Foundation Model?

= No explicit representation of states / transition functions
= A policy that maps (observation/state, goal) to action
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions
= A policy that maps (observation/state, goal) to action

Imitation Learning Reinforcement Learning
(Chi et al., Diffusion Policy) (OpenAl, Solving Rubik’s Cube)

Diffusion Policy LSTM-GMM BET

Diffusion Policy learns multi-modal behavior and commits to only one mode within each

rollout. LSTM-GMM and IBC are biased toward one mode, while BET failed to commit.




What is a Robotic Foundation Model?
No explicit representation of states / transition functions
A policy that maps (observation/state, goal) to action

Current Foundational Vision-and-Language Models
The output may not always be perfect.
It will always generate something reasonable.

Robotic Foundation Models
The synthesized action may not always be optimal.
The generated trajectory will always be beautiful and reasonable.

Different names
Vision-Language-Action Models (VLAS), Large behavior models (LBMSs)




Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions

= A policy that maps (observation/state, goal) to action

Instruction -+ Action
i Am

Pk apple from top crawer a7 plsce on courter J RT-1 \ Mode Base
‘Images 3k
FiLM "
EfficientNet TokenLearner Transformer

RT-1 (Dec. 2022)

from 311 Scenes ;

&) 1M Episodes

22 Embod|ments

{ (%1 3
527 Skills
>

A A s

coe My
Z

route

stack

pour

RT-X (Oct. 2023)

34 Research Labs across 21 Institutions i'

Zero-shot in-distribution tasks

]
bus table

Specialized post-training to
difficult tasks

ﬁmﬂﬂb

T cross-embodiment | Internet-sca:
robot dataset

W RE| 0

T, vision-language-action model

Open X-Embodiment Dataset

&

PR e

High-quality post-training data
1e-s in drawe

?‘ "EEI HEHHE
Pi-Zero (Oct. 2024)

nnnnnnnnnnnnnnn

Efficient post-training to
unseen tasks

xxxxxxxxxxxxxxxxx

>

RT-2 (Jul. 2023)

Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control

Q: What is happening Q: What should the robot
in the image? oA o 2 1 RT-2 Large Language Model
= e

Agreydonkeywaks |~ L L b bbb
down the street. [ |

.

SLA - oo

A" Ve S

Q: Que puis-je faire avec
ces objets?
>

Q: What should lhe robot
k doto <

" ATranslation = [0.1, -0.2, o]

A: 132 114 128 525 156

De-Tokenize

Robot Action

L

Deploy

1

Co-Fine-Tune

ARotation = [10} 25' -7°]

Closed-Loop
Robot Control
g

Input Image

“Put eggplant
in bow!”

Language Instruction

Pick object thatis different

OpenVLA

OpenVLA (Jun. 2024)

( Action De-Tokenizer ]

A6
‘ AGrip

7D Robot
= Action

ot ottt ottt |
Mfm) Llama Tokenizer
®DinoV2 SigLIP

O I

“What should the robot do to {task}? A:"

t Llama 2 7B




Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions
o A policy that maps (observation/state, goal) to action e
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Robotic Transformer 1 (RT-1)

First released in December 2022

Huge success in large-scale training for CV and NLP
Can these lessons be applied to robotics?
Large-scale data collection efforts from Google

17 months with a fleet of 13 robots, containing ~130k episodes and over 700 tasks

N7 N

Trained on 700+ tasks, 130k demonstrations

L
> =
Long-horizon tasks
(. J

“ 4

New data sources




Robotic Transformer 1 (RT-1)

First released in December 2022

Huge success in large-scale training for CV and NLP
Can these lessons be applied to robotics?
Large-scale data collection efforts from Google

’ RGB image, 300 x 300

Frontal view,
Pre-manipulation pose
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Robotic Transformer 1 (RT-1)

Large-scale imitation learning
= A policy that maps (observation/state, goal) to action

Instruction Action
Pick apple from top drawer and place on counter Mode Arm Base
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Robotic Transformer 1 (RT-1)

Large-scale imitation learning

= A policy that maps (observation/state, goal) to action

35M parameters, 3 Hz

Instruction

Pick apple from top drawer and place on counter }
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Robotic Transformer 1 (RT-1)

Large-scale imitation learning
= A policy that maps (observation/state, goal) to action

Instruction Action
Pick apple from top drawer and place on counter Mode Arm Base
—_— RT' 1

Images 3 Hz
FiLM
EfficientNet TokenLeamer Transformer
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Robotic Transformer 1 (RT-1) \a L}

Question #1: Can an RT-1 learn to perform language-conditioned tasks?

RT-1
100% ® RT-{(ours)
B GATJO
BC{Z
e m Bg-Z XL
Model Seen Tasks Unseen Tasks Distractors Backgrounds
Gato (Reed et al., 2022) 65 52 43 35 g 0%
BC-Z (Jang et al., 2021) 72 19 47 41 g
BC-Z XL 56 43 23 35 7 25%
RT-1 (ours) 97 76 83 59
0%

Seen Tasks Unseen Tasks Distractors  Backgrounds

Tasks
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Robotic Transformer 1 (RT-1)

Question #2: Does simulation data help with the performance?

Unseen object during
real-world data collection

Real + Sim Data
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Robotic Transformer 1 (RT-1)

Question #2: Does simulation data help with the performance?

Real + Sim Data

+64%
o 60% -
g 50% -
Real Objects Sim Objects (not seen in real) °
£ > 40%
Seen Skill Seen Skill  Unseen Skill S5
Models Training Data  w/ Objects w/ Objects w/ Objects £3 30% 7 +26%
m m
RT-1 Real Only 92 23 7 8 20% 7
RT-1 Real + Sim 90(-2) 87(+64) ] 33(+26) g 10% -
u
0% =T
-2%
Sim-seen Objects Sim-seen Objects Real Tasks
w/ Skills w/o Skills

Training with sim data
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Robotic Transformer 1 (RT-1)

Question #3: Data from different robot?

.
RT-1 data collected on Everyday Robots

LA A

Bin-picking data from
a different robot also helps

Classroom eval |Bin-picking eval

RT-1  Kuka bin-picking data + EDR data 90(-2) 39(+17)

RT-1 EDR only data 92 22
RT-1 Kuka bin-picking only data 0 0

Models Training Data
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Robotic Transformer 1 (RT-1)

Large-scale language-conditioned imitation learning.
Significant data collection and engineering efforts.
Among the initial investigations: (1) how to scale up and (2) what to expect.

Haven't leveraged larger-scale internet data.
Cannot generalize to new skills.
Efficiency limited to simple and quasi-static tasks.

Instruction Action
Mode Arm Base

Pick apple from top drawer and place on counter
—_— RT' 1
Images 3 Hz
FiLM
EfficientNet TokenLearner Transformer

= B,
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions
o A policy that maps (observation/state, goal) to action e
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions

= A policy that maps (observation/state, goal) to action
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Robotic Transformer 2 (RT-2)

First released in July 2023
How VLMs can be incorporated into Robotic Foundation Models?

Key idea: co-fine-tune VLMs on both
(1) robot data
(2) Internet-scale vision-language tasks (e.g., VQA)

Introduced the name: Vision-Language-Action Models (VLA)

20



Robotic Transformer 2 (RT-2)

Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control Closed-Loop

Robot Control
Q: What is happening Q: What should the robot

in the image? e L it o RT-2 Large Language Model

A grey donkey walks
down the street.

v v v v v

. | | ! | | | | i Put the strawberry
i "! - ViT S S S <+: i o into the correct bowl
' 5 < Nt
- — .

Q: Que puis-je faire avec
ces objets?
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|A: 132114 128525 156 | ———— | AR - [0 25° -7 Pick the nearly falling bag
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Robotic Transformer 2 (RT-2)

Internet-Scale VQA + Robot Action Data

Q: What is happening
in the image?

A grey donkey walks‘3
down the street.

Q: Que puis-je faire avec
ces objets?

Faire cuire un gateau. )

Q: What should the robot
do to <task>?

~
ATranslation = [0.1, -0.2, 0]

Vision-Language-Action Models for Robot Control

Q: What should the robot

S s RT-2 Large Language Model
- C) === === jj ==
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Robot Action

Closed-Loop
Robot Control

~ Put the strawberry
into the correct bowl

ARotation = [10’, 25° -7°]

-

Co-Fine-Tune

- Co-Fine-Tuning
- 55B (1~3 Hz), 5B (5H2z)

Deploy ,

- Cannot run locally, developed a multi-TPU cloud service

- Querying this service over the network
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Robotic Transformer 2 (RT-2)

Natol!lir §

How well does it work?

Comparable to RT-1
on Seen Tasks

/
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Robotic Transformer 2 (RT-2)

Natol!lir §

How well does it work?

Significantly outperform when
requiring generalization

100% //
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25%
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Objects Backgrounds Environments Average
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Robotic Transformer 2 (RT-2)

put strawberry pick up the bag .
: move apple to . place orange in
into the correct about to fall Denver Nuggets pick robot matohing: bowl

bowl off the table g8 g

move redbull can move soccer ball move banana to move cup to the pick animal with
to H to basketball Germany wine bottle different colour

move banana to
the sum of two pick land animal
plus one

move coke can to move coke can to move bag to
Taylor Swift X Google
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Robotic Transformer 2 (RT-2)

Robotics

Google's DeepMind team highlights new
system for teachina robots novel tasks

ARTIFICIAL INTELLIGENCE / TECH

Brian Heater @bhea

Google is training robots the way it
trains Al chatbots

move vw to germany move corvette to the US

W

/ Google’s new robots don’t need
complex instructions now that
they can access large language

Google’s New Robot Learned to Take Orders by Scraping the Web

The machine learning technique that taught notorious text generator GPT-3 to write can also help robots make sense of spoken commands.

joining The Verge, she covered ,
the economy.

3 New

FORBES > INNOVATION > CLOUD

L “" Google's RT-2 AI Model: A Step
ssssssssssssssss Closer To Robots That Can Learn
Like Humans

Janakiram MSV Senior Contributor ®
I cover emerging technologies with a focus on m

infrastructure and AI
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Robotic Transformer 2 (RT-2)

Co-fine-tuning boosts generalization over semantic and visual concepts

Limited to seen skills but can deploy them in new ways
Efficiency is still an issue

The absolute performance is still not ideal

Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control Closed-Loop
Robot Control

: "“‘. Q: What is happening Q: What should the robot

Frm » " in the image? doto <tasic? A: . RT-2 Large Language Mode
? PEOOD® PR " —_—

A grey donkey walks
down the street.

| Put the strawbrry
Q: Que puis-je faire avec ViT oo into the correct bowl

ces objets?

[Faire cuire un géteau.] ) s

AT=[0.1,-0.2,0]

A: 132114 128 5 25 156 | —————> o
Q: What should the robot [ ] De-Tokenize AR=[10, 25, 7]
I k fi do to < Robot Action

" | ATranslation = [0.1, -0.2, O] T "
ARotation = [10, 25' -7°] Co-Fine-Tune Deploy

Pick object that is different
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions

= A policy that maps (observation/state, goal) to action
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in the image?
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>

Q: What should lhe robot
§ doto <
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions

= A policy that maps (observation/state, goal) to action
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Robotic Transformer X (RT-X)

First released in October 2023

Instead of a single data source
o 22 different robots collected through a collaboration between 21 institutions
o demonstrating 527 skills (160,266 tasks)

from 311 Scenes :1 5y

22 Embodlments

i B 7 A=
swee, e green < f (‘ p o G
cloth to the left Nl = . 3 P
* 3 ﬁ - = " pick green chip bag =
e o of the table g o I g ' from counter i
1] | i BT . -—

' e e - s

v ; 527 Skills (o

J\/i’ : eee

set the bowl to

pour stack route & the right side of
60 Datasets

- place the black
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Robotic Transformer X (RT-X)

Question: whether policies trained on data from many different robots and
environments enjoy the benefits of positive transfer?

~ [10Hz
Route cable ] _ Discrete Closed Gripper

Instruction Brion Velocity
1 . RT-1-X | Z-Rot. Velocity
Images =

3Hz

; G 3 Gripper
FiLM EfficientNet Transformer Position Delta

Rotation Delta

Pick apple from top drawer
and place on counter

. Discrete
Instruction Action

5Hz
Pick up the orange fruit ] Image RT-2-X Gripper

T wr LLM De-Tokenizer L Posttion Delta

No Rotation
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Robotic Transformer X (RT-X)

Question: whether policies trained on data from many different robots and
environments enjoy the benefits of positive transfer?

| (1oHz
Route cable ] _ Discrete Closed Gripper

Instruction Brion Velocity
1 . RT-1-X | Z-Rot. Velocity
Images =

3Hz

; G 3 Gripper
FiLM EfficientNet Transformer Position Delta

Rotation Delta

Pick apple from top drawer
and place on counter

. Discrete
Instruction Action

5Hz
Pick up the orange fruit ] Image RT-2-X Gripper

T wr LLM De-Tokenizer L Posttion Delta

No Rotation
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Robotic Transformer X (RT-X)

Question: whether policies trained on data from many different robots and
environments enjoy the benefits of positive transfer?

| (1oHz
Route cable ] _ Discrete Closed Gripper

Instruction Brion Velocity
> . RT-1-X |~ Z-Rot. Velocity
Images =

3Hz

; G 3 Gripper
FiLM EfficientNet Transformer Position Delta

Rotation Delta

Pick apple from top drawer
and place on counter

. Discrete
Instruction Action

5Hz
Pick up the orange fruit ] Image RT-2-X Gripper

| LLM De-Tokenizer L Posttion Delta

No Rotation
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Robotic Transformer X (RT-X) Nl §

Question: whether policies trained on data from many different robots and
environments enjoy the benefits of positive transfer?

Original methods

100 Multi-robot &

Multi-dataset 1 Original Method

80 l &3 MVP BC-RNN
Resnet + MLP
60
VINN
40 & TACORL, HULC2
41 44
NN 38 RT-1
201 N\ 2 25
o L AT i —_ —_ - —_ B =RT-1X
Kitchen Manipulation Cable Routing NYU Door Opening Autolab URS Task-Agnostic Play Mean
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Robotic Transformer X (RT-X) Nl §

Question: whether policies trained on data from many different robots and
environments enjoy the benefits of positive transfer?
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Robotic Transformer X (RT-X) Nl §

Question: whether policies trained on data from many different robots and
environments enjoy the benefits of positive transfer?
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions

= A policy that maps (observation/state, goal) to action
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions
o A policy that maps (observation/state, goal) to action e
P Ps | 90a) yuE B85
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OpenVLA

First released in June 2024
RT-2 / RT-2-X (55B params) were closed-source
OpenVLA (7B params)
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OpenVLA

Large-Scale Robot OpenVLA Closed-Loop

Training Data Vision-Language-Action Model Robot Control Policy
User: Wipe the table.

Fine-tune VLM w/ Robot Actions: N

OpenVLA:

OpenVLA supports WidowX, Google robot, Franka, [ax, A6, AGrip] = ...

and many more robots out of the box if in OXE

L WI Base VLM

Inputs/Outputs?
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- <Image> In: What |ction should the
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- Outputs: Tokenizef robot action
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970k episodes from Open 7B VLA built o
X-Embodiment dataset “Prismatic VLM

- 27 real robot datasets LLM: Llama 2
Trained on 15 more Vision: DINOv
datasets than RT-2-X
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OpenVLA

Question #1: How well does it work out of the box?

OpenVLA
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OpenVLA

Question #1: How well does it work out of the box?

RT-2-X vs. OpenVLA
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OpenVLA

Question #2: Fine-tuning to adapt to new robot setups

OpenVLA
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OpenVLA

Question #2: Fine-tuning to adapt to new robot setups
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OpenVLA Nezl'hir

Success Rate (%)

Question #2: Fine-tuning to adapt to new robot setups
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Netzlir

Fully open sourced
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions
o A policy that maps (observation/state, goal) to action e
P Ps | 90a) yuE B85
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Robotic Foundation Models

What i1s a Robotic Foundation Model?

= No explicit representation of states / transition functions
= A policy that maps (observation/state, goal) to action
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Pi-Zero by Physical Intelligence

First released in October 2024
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Pi-Zero by Physical Intelligence
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Pi-Zero by Physical Intelligence
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Pi-Zero by Physical Intelligence
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Pi-Zero by Physical Intelligence
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Pi-Zero by Physical Intelligence
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Pi-Zero by Physical Intelligence
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Pi-Zero by Physical Intelligence

[0 README &8 Apache-2.0 license Vi

openpi
Physical Intelligence () Penp

openpi holds open-source models and packages for robotics, published by the Physical Intelligence team.

O S o Currently, this repo contains two types of models:
p en OurC]'ng TCO « the i, model, a flow-based diffusion vision-language-action model (VLA)

« the m,-FAST model, an autoregressive VLA, based on the FAST action tokenizer.

Published February 4, 2025
Email research@physicalintelligence. company
Repo O Physical-Intelligence/openpi For both models, we provide base model checkpoints, pre-trained on 10k+ hours of robot data, and examples for

using them out of the box or fine-tuning them to your own datasets.

This is an experiment: 7z, was developed for our own robots, which differ from the widely used platforms such as
ALOHA and DROID, and though we are optimistic that researchers and practitioners will be able to run creative
new experiments adapting 7, to their own platforms, we do not expect every such attempt to be successful. All
this is to say: m, may or may not work for you, but you are welcome to try it and see!
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Robotic Foundation Models

What is a Robotic Foundation Model?
= No explicit representation of states / transition functions

= A policy that maps (observation/state, goal) to action
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