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What is a generalist agent?



Having a robot that can do many tasks, across many environments.

Figure credits: Jiayuan Mao



BEHAVIOR-1K

imulating and benchmarklng robo tasks thatmatterto humans
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BEHAVIOR-1K tasks that matter

Observation State: 3D assets & states Transition Model

https://behavior.stanford.edu/



Cleaning the floor?

Images Generated by DALL-E 3
https://behavior.stanford.edu/



tasks that matter !Ihat would you like a robot to help you with?

Folding Laundry?
Images Generated by DALL-E 3
https://behavior.stanford.edu/



Cooking Breakfast?

Images Generated by DALL-E 3
https://behavior.stanford.edu/



tasks that matter ﬂVhat would you Ilke a robot to help you W|th’?

Opening gifts?

Images Generated by DALL-E 3
https://behavior.stanford.edu/



tasks that matter  (What would you like a robot to help you with?
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Cleaning after a wild party?

Images Generated by DALL-E 3
https://behavior.stanford.edu/



Typical Embodied Agent Tasks Nl S

Robotic
Manipulation
Human: pack
the yoship fig- -
ure in the
brown box 7
LEO:

P=1[0.1,—0.2,0]
R = [0,0,0,1]

-

Task Planning 7 Embodied
Navigation
Human: Organize and tidy up
the bedroom. Human: Find the pillow
LEO: LEO:
1. Clean the floor by 1. Move forward .4
sweeping to remove ... 2. Turn right %
2. Make the bed ... 3. Move forward o
4. ... ‘

3. Fold and organize ...

https://arxiv.org/pdf/2311.12871 12



Netzlirs

What is “embodied decision making”?

Can we leverage MDP as a guiding principle to categorize “foundation models”™?



Let us go back to MDPs (Markov Decision Processes)

(@ o
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Let us go back to MDPs (Markov Decision Processes)
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Let us go back to MDPs (Markov Decision Processes)

[ @ Human }Goalg{ Agent ] {C@Phys.ica.l WorIdJ

State StT T Reward 7,
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Let us go back to MDPs (Markov Decision Processes)

‘ Action a,

[ @ Human }Goalg{ Agent ] {C@Phys.ica.l WorIdJ

State StT T Reward 7,
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Let us go back to MDPs (Markov Decision Processes)

Action a, l
[ @ Human }Goalg{ Agent J {C@Phys.ica.l WorIdJ

State StT T Reward 7,
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Let us go back to MDPs (Markov Decision Processes)

Action a, l
[ @ Human ]Goalg{ Agent ] {C@Physical WorIdJ

State StT T Reward 7, Reward 7 ; State ;. ;
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Let us go back to MDPs (Markov Decision Processes)

Action a,

l

[ @ Human }Goalg{ Agent ] {C@Physical WorIdJ

State §;

Reward 7,

Reward 7, ;

State S5, ;
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Let us go back to MDPs (Markov Decision Processes)

Action 4,

N Goal g - ;
(=) 2P Physical World

State S, Reward 7, Reward 7, State 5,

MDP Environment

21



MDP Environment: MineCraft

Open-ended Environments Generalist Agent Internet-scale Knowledge Base

Craft Glass Bridge Build Oak House Make Ice Igloo YouTube

Combat Zombie Fish Squid Farm Sugar Cane

Temperature: 0.5. Rainfall: 0.5. A biome that
consists of water blocks in an elongated.,
curving shape similar to a real river. Rivers are a

reliable source of clay. They are good for

u 3 fishing. but drowned can spawn at night.
" (%) r/Minecraft B
Find Ocean Explore Treasure Hunt Reddit e always bringing blocksto 1 present to you me struggling to get up
Monument Desert Temple in End City wrgete the staircase 7, stairs in the end city

‘ i dig a staircase in the wall M

@ Or just use enderpearl.

(@@ Water is useful in a lot of situations.
' Early game, and late game

MineDojo

MineDojo: Building Open-Ended Embodied Agents with Internet-Scale Knowledge https://arxiv.org/abs/2206.08853 22



MDP Environment: GTA Nollhir &




MDP Environment: Web Agent Env

(" )
Heading OCR

Question: Tell me the heading text Question: What is the meta description of

VisualWebBench

Question: What additional B Website-wise Task

of this screenshot of webpage. this website?
Answer: Discover, Appreciate, & Answer: The world’s largest & most trusted
Understand the Animal World! collection of animal facts, pictures and more!

platform is mentioned for following
the website’s content?
Answer: YouTube Channel

B Element-wise Task
B Action-wise Task

All Animals Animals~ Articles Reviews Pets~ Places~ Quizzes~ About~ Search

Element OCR %ﬂ m Action Grounding
3)1:::;0;:1: t’I}‘Ieellrgge the text 2 - " Bcssdeicio | Question: I have labeled
e Discover, Appreciate, &, e pun
Answer: We believe that if :;?ei::(,?'{t'mdi X: ;Ltjech
people know about the om U n d e I'Sta n d the An im al onel shouid cickto
world’s creatures they will i complete the instruction:
:’eﬁ’;,e*;vczzzg’;gxm- _Th:lt;s WO I'I d learn about the animal of
for you to discover ... Search or scroll below to dive into the wonders of the W0 Latast Prodhuct Review ﬁ dayr. C

\_ J natural world. A

. Q0 )
See All Animals A-Z! D
S5 Action Prediction
Element Grounding . -

5 We believe that if people know more about the world's creatures they will better care for them. That's why we add Quesﬁon: After C]-iCking
Questlon: I have labeled =1 new animals for you to discover - each and every day! Learn about any animal using the search box below or the element in the
bl'ight IDs for some HTML subscribe to our YouTube Channel. Also, be sure to check out our growing list of Animal Quizzes. boundmg box which one

. . . 4
elements in this website e . . is the best description of
screenshot. Tell me which Discover Your Favorite Animal Today! the new webpage?
one is the element Find your favorite Animals! (A) Animal news, faCtS, o
corresponding to the s (B) All animals A-Z List
description: button with F | (C) The 7 best pet ...
4", -4 ”
text “See All Animals A-Z! (D) Search any animals!
Answer: D Answer: C
. J \, 7
\ J

VisualWebBench: How Far Have Multimodal LLMs Evolved in Web Page Understanding and Grounding? https://arxiv.org/pdf/2404.05955 24



Let us go back to MDPs (Markov Decision Processes)

Action 4,

N Goal g - ;
(=) 2P Physical World

State S, Reward 7, Reward 7, State 5,

MDP Environment
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Let us go back to MDPs (Markov Decision Processes)

Action g,
Goal g A
(). Physical World
State §; Reward 7, ; State S, ;

MDP State Space
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Let us go back to MDPs (Markov Decision Processes)

Netzlirs

Goal g

Action g,

Ji [E@ Physical World]

State ;4

MDP Observation

Reward 7, ;

27



(] Environment : Observation (Rendered 2D Images)

Enabled by large dataset of realistic interactive scenes and objects

50 Scenes
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https://behavior.stanford.edu/



Environment : Observation — State (3D Assets & States)

50 Scenes
Enabled by large dataset of realistic interactive scenes and objects

10000 Objects

4 Semantic 8

Properties: cookable, sliceable,
' freezable, burnable, deformable
; Cooking temperature: 58°C

\- J
'f

Physical 1

Articulation annotation

< (joint type, origin, axis, limit)
Mass, friction, CoM, ...

« Canonical size and orientation

. ot

https://behavior.stanford.edu/



Let us go back to MDPs (Markov Decision Processes)

Netzlirs

Goal g

Action g,

Ji [E@ Physical World]

State ;4

MDP Observation

Reward 7, ;

30



Let us go back to MDPs (Markov Decision Processes)

Netzlirs

MDP Action Space

Action g,

Action a,
Goal g A
(). Physical World
State §; Reward 7, ; State 5,4 ;

31



Action : can robots learn to solve these tasks?

# Tasks

—> What capabilities are needed?

1000

800

600

400

200

pick, place

pour, wipe

open, press

slice, dice

cook, freeze

Capabilities

https://behavior.stanford.edu/

blend, bake

fold, drape



MDP Action Space: Skills

Observation space

- - RGB ‘ Voxel

@ GPS 88 Inventory

Action space

MineDojo Sim — > Move fAttack |

33



MDP Action Space: Skills

60
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Minecraft Tech Tree

88188 SN 0N

Wooden Stone Iron Diamond
Tool Tool Tool Tool

0 25 50 75 100 125 150



Let us go back to MDPs (Markov Decision Processes)

Action g,
Goal g '
.. Agent f@Physical World
State §; Reward 7, Reward 7 State ;4

Input — State Estimation

35



Perception / State Estimation




Observation — State Estimation (Assets & States) Na&2lllil'$

Observation (2D rendered scenes) State (3D assets)

Passive mobs

v P Qe
IQHAV#H“H*

Name < Ingredients Crafting recipe

Cake

Golden Gold ingot +
Apple Apple

37



Let us go back to MDPs (Markov Decision Processes)

Action g,
Goal g '
.. Agent f@Physical World
State §; Reward 7, Reward 7 State ;4

Input — State Estimation
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Let us go back to MDPs (Markov Decision Processes)  Nazlllil' $

Input — Goal Interpretation

[ @ _ }Goal g { ,-\gent J {C@Phys.ical World]

State §; Reward 7, Reward 7 State ;4
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Goal Interpretation
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Set up the table.

on_top_of (turkey, table)

Use the plates.

on_top_of (plate, table)

on_top_of (turkey, plate)




[% Goal : defines a task?

fwiki
% You Tuhe
[ “Pack lunch” } -m

What objects? What properties? Start & Goal?

* apple in fridge

* burger in fridge

* water bottle in fridge
* paper bag on counter

= —

https://behavior.stanford.edu/



Let us go back to MDPs (Markov Decision Processes)  Nazlllil' $

Input — Goal Interpretation

[ @ _ }Goal g { ,-\gent J {C@Phys.ical World]

State §; Reward 7, Reward 7 State ;4

44



Let us go back to MDPs (Markov Decision Processes)

MDP Policy

Action a, l
[ @ Human }Goalg{ Agent J {f@Phys.ical World]

State §; Reward 7, Reward 7 State ;. ;
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n(o,2) > a




Input: Preserving food

@
ﬁ . inside (strawberry, pan)

Environment

@ cooked (strawberry)
E{@}' BEHAVIOR

e
‘\/) Action Trajectory

A8 RIGHT_GRASP(pan)

A9 RIGHT_PLACE_INSIDE (oven)
A10 CLOSE(oven)

A11 COOK(strawberry)

LLM Output

Action Sequencing
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Input: Preserving food

@
ﬁ . inside (strawberry, pan)

Environment

@ cooked (strawberry)
{@}' BEHAVIOR

e
‘(} Action Trajectory

A10 CLOSE(oven)
A11 COOK(strawberry)

LLM Output

Action Sequencing




Input: Preserving food

@
ﬁ . inside (strawberry, pan)

Environment

@ cooked (strawberry)
{@}' BEHAVIOR

e
‘(} Action Trajectory

A11 COOK(strawberry)

LLM Output

Action Sequencing




Let us go back to MDPs (Markov Decision Processes)

MDP Policy

Action a, l
[ @ Human }Goalg{ Agent J {f@Phys.ical World]

State §; Reward 7, Reward 7 State ;. ;
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Let us go back to MDPs (Markov Decision Processes)

Action a, l
I =y R [ w—

State s, Reward 7, Reward 7y, ; State S,

Reward Model
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Reward Model o,d —r




Reward Model N Gb|||||'

There are two items. x It was on the desk. x % \S/\i/tal)kntgolpa/mg room. 1 Y"a"‘ 9
P, [ oo

LM There are three items. ~/ LM It was on the sofa. ¢ ChatGPT 4. Walk to living room.

3. Watch TV¢

O Activity: Watch TV
P Gaal Orllented @ Wwalk to living room.
Planning @ Sit on sofa.
E2WM | © watch TV. Finetune Language Model
ini igm | ' : e.g. GPT-1-6B
training paradigr) !l — > Action Tracking (of book) (eg )
i oS © Walk to bedroom.  On bed, in bedroom
Exploration @ Grab book. In hand, in bedroom
© Walk to living room. |n hand, in living room.

Embodied Experiences

World Model

https://arxiv.org/pdf/2305.10626 54



Let us go back to MDPs (Markov Decision Processes)

Action a, l
I =y R [ w—

State s, Reward 7, Reward 7y, ; State S,

Reward Model
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Let us go back to MDPs (Markov Decision Processes)

Action a, Transition Model

(@ S ) [

State s, Reward 7, Reward 7y, ; State S,

56



Transition Model B maZTs|

"World Modeling”




o OmniGibson

- Physics Transition Examples

class SlicingRule:

https://behavior.stanford.edu/



OmniGibson
7

Physics Transition Interface

Determines whether a
transition should occur

class TransitionRule:
def condition(self, *args) -> bool

def transition(self, *args)

\ __.  What should happen

when a transition is triggered

Allows us to capture arbitrarily complex physical phenomena!

https://behavior.stanford.edu/



Let us go back to MDPs (Markov Decision Processes)

Action a,

l

[ @ Human }Goalg{ Agent ] {C@Physical WorIdJ

State §;

Reward 7,

Reward 7, ;

State S5, ;
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Virtual Agents vs Physical Agents

Different Instantiations of MDP

Perfect actuations

Perfect odometry

Noisy actuations

Noisy odometry

RGB only perception Multiple perceptual modalities
o o
o o

httos://embodiedaa.orc/slideS/eqa matternort slides pdf
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